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CONTEXT I

Avancier

» What is the AM level 2 process?
» Which domain are we working in?
» What is the AM level 3 process?
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AM level 2 process

] - _____________________________________________________________________________________________________________________________________| Avancier

Initiate

Govern Manage Architect

Respond to oper'l change Manage stakeholders Understand the baseline

Monitor the portfolio(s) Manage requirements Review initiation products
Govern delivery Clarify NFRs
Hand over to delivery Manage readiness & risks Design the target

Plan
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Which domain are we working in?

] - _____________________________________________________________________________________________________________________________________| Avancier

Passive Required Logical Physical
Structure Behaviour Structure Structure

g:rsviir::eess Function Org Unit
Business
E;‘:ig::s Role Actor
Data / . Data Entity Data Flow Log Data Model Data Store
Information
i i . Application Application
Applications IS Service et Companent

Platform Technology Technology Technology

Technology Service Interface Component
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AM process level 3: Design Target Platform Technology I

Avancier

1. ldentify requirements and context
2. Establish baseline opportunities and constraints
3. Define platform nodes

m  Clients A process that takes you
m Data sources, from a “logical’
m Others applications architecture
Map software to platform nodes to the definition of the
_ _ platform technology
Map logical nodes to physical nodes infrastructure to support
Define the network those applications

Refine to handle NFRs
Define non-production environments
Govern deployment and transition into operations

© 00N O A
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e end product?

A diagram showing

m deployment of software
components to platform

nodes

m connections and protocols
between components

Avancier
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1 Identify requirements and context for IT I

] - _____________________________________________________________________________________________________________________________________| Avancier

» First, collect what is known of

» Business applications

m And the data flows or service invocations between them
» Geography

m Locations of users, data stores and applications
» Non-functional requirements

Data Flows between Subsystems

m Relating to users, data stores and applications A loation Communication biagrarm
» Platform services @ @
m Needed by business applications EjERP oW

CRM Billing :
e @ Customer
person
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Logical App Communication (aka Data Flow) Diagram I

Avancier
» No information about the application deployment to infrastructure
App
el - i - Receiving
Frint Card - Cards
.-f"ff_ App
Mo | tion Required
"-.M Receiving 0 TrSpection Requre Receiving I Warehouse I_,
) St ODBC view _
Feceipts
Inspection Reqd
i App Warehouse ‘J
{\ Ins pection
— Inspection Putaway
l App
. -
F utaway
Inspection/P utaway “ f{_,T_——I -
B = @
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2 Establish baseline opportunity and constraints I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Does the enterprise constrain the choice and design of the
infrastructure to support the target solution?

By providing baseline infrastructure?
By providing technology standards and directives?
Can you use the existing infrastructure?

vvyy

» Analyzing the current system configuration helps you understand what
system performance depends on, the quality of the hardware, the
configuration and the way the software works.

» You can use that information to tune and scale the overall architecture.
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3 Define platform nodes (clients, then data sources, then others) I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Define client-end devices = Show stoppers
» Define data sources

» Define intermediate servers
m (Label nodes with roles and identifiers)
» Define node operating systems
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Define client-end devices I

Avancier

Client devices can be a show stopper
Where are they? | | @
What are they? Lap top specification must

iInclude any platform needed by the apps

» Who can and will use them? Employees
must be willing and able to carry portable
equipment

» How will they connect to servers?

vVVvyy

Client
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E.g. An ecommerce site

» Privileged users run some operational

S — Avancier

functions. Several protocols support use

cases such as
m upload files

m set stock level to that in the warehouse

m administer the site through the browser
based admin interface.

>

The public connect to the site through a browser (IE6+,

Firefox, Chrome Safari, etc.)

The http(s) connections to the right invoke services
external to the solution, but important to the web-site
(e.g. information used to track user journeys).

We don’t see these on our servers.

deployment Produc’cion-Servers/

Operations

Access to SFTP
restricted by IP

ebd 2004
Eftp:22 hitp:E0

ehd av:
FO01 sftp22

Summittediz Stock System User

iz bd 3v: 2001
=ftp:22 hitp:20

Extemal Web Senices

RED|

ZConnect

I

PCAmrwhere

M T:30s

+T:30s

+T:30s

Online Customer

Other browser connedions

frame

[

I

Google

Omniture

Summithledial
Mindshare

hittpi)
I

They access the file server and the admin

interface.

Secured by IP white listing and user

name/password.
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Define data sources

» The availability of data sources can be a show
stopper

Can existing data servers be used?

Where is the data actually stored?

Disc attached to data server? NAS? SAN?

|s data available when needed - at right time of
day?

Are users authorised to access the data?

VvV VVvVYVvYYy

v

In our example data is stored on a disc attached
to the server.

» Data is available 24/7 (the website never closes)
except for scheduled maintenance.

|

Avancier

5

DB SE09221SHWLOY [5:
+T:10

Huyperic
Agent

gexecutionEnvironments
My=sgl [Ch=ax 151]

Hybris Database

repiicati
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Define top and bottom nodes of client-server stack I

Avancier

» End-user device — Data source

|® =] |

Browser
client

Fat client Thin client
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Define intermediate nodes/tiers I

— Avancier
» Each should have a defined role, be logically isolated from each other
Hfd Wg\ [ ] [ ] |Tg\ Hfd
] I
B(r:c|>i\év:ter Bgcl’i‘gr?ter Fat client Fat client Thin client Thin client
_@ @ Ap Deskto o
-Fbserver} LS virtua igation virtualisatl?on =00p Gl

App server App server + App server?| |+ App server?

Copyright Avancier Limited



Define Intermediate Servers

» Platform nodes should
» have a defined role

» be logically isolated
from each other

» occupy a specific tier

Avancier
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Label nodes with roles and identifiers I

Avancier

| q —
? W3 85109221 sHvLoa[iN: - fen )
» Node Roles
m Client = End user device
m FS=File server, . Web server
m WS = Web Server,
= APP = App server, m . -
m DB= Dgtabase server || T o e e
m FW = Firewall —
m LB = Load balancer > - el )
m Mainframe = MF _
m  Monitor 1 Y;
I App server
» Node Identifiers > 1=
m The server node shows the 1
instance name of the server ) -
m The number has no meaning other iM \
than a unique identifier. I L

L —

LY
DB SE09221 SHVLD“ [5:

Data server
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Define node operating systems I

— Avancier
» In this example, all servers are Linux
and on the same version/patch level,
L Web server °
» S0 no need to show on this diagram etz
» If you know one it is the same for all. e HIL
i =
hﬂp:ElilJElE: ajp:3010 - “de‘l’;m ajp:5008
AFF §809221SHVLOZ (N]. JE=H —— ,<
==
I App server
> [
Jf\ +Cm axan \\'

I\

\ haster Slas

T
DE ssaszmswm“[s; 1

Data server
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4 Map software to platform

— Avancier
» Assign each application -
software component to a _ il -
platform node, or an execution - =
environment within a platform e e
node Xs
» An execution environment is a = -t o1
type or part of a node that / i w\\
represents a particular execution _ et Do TR IN
platform, such as an operating [ =]
system or a database y —————1)
management system. L 1] [ oo o DA
f | [
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Define each inter-component connection

Avancier
L
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Define the protocol used to make a connection

» Connections are generally annotated
with an application layer protocol
such as http or ajp.

» In this example, TCP is assumed,
bar one instance of UDP which is
shown later.

» (Most looking at this diagram are
interested in the application layer
protocols and do not separate protocol
layers.)

Copyright Avancier Limited =
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Define the port used for a connection

— Avancier
» The application layer protocol C 5 A CD
suggests the connection purpose and ] _ ey o
the ports it will likely be using. 0l = oo -
- i e iEa il
» However, showing ports helps the | _ —
guyS Who need to manage the hitp:202E ajp:8010 L |o1® ajp:
firewalls. = e D S
» (Why http:443? This traffic has been decrypted g~ || |
into plain text by the load balancer (hence the - e /;
load balancer shows the SSL certificate). The 9 . e R
443 port is retained so that the lower layer . [Bimve standsione) (Master-standalone) —
knows that it was originally secured (encrypted) I remeeo
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Define physical characteristics

— Avancier
» Annotations can show additional 2
information such as ] | ol
» CMax (Maximum Connections) ot = o S
ion ti & i Licaplind
» (Tout: connection time out) =

| : .
ip: devices .
hitp:B028 ajp:E010 « \ ajp:E008
L Fuhy! lod-Frvesme

—
arP denszgflsHvLoz (v 108 ) _,><
%- +T:120= +T420s
A > 4
MonEnvironmentn
Tormcat [Chax: 100 100]
Hwb
— HMC [Cluster O] Hybris [Cluster 0] |
T
hitp:2953
. x““—-.__\_
hitp:299d
== [t
+T:‘1DDDsocex‘E>ldﬁ’onEn\rimnment:o Ji+ 7 :1000= ///
Jetty P o
. |Hypericagent Solr Search Server | MMpB983. | Solr Search Server L4 | | |
[Slawve-standalone) [Master-standalonez) [
’\
A '
V 4 b ¥
‘I ( +Cmax:a0
I N
tp:70E0 hitp:2144 b 3306 adevices
I i1 1ol fwesm-2

|

If haster Sla
e —
oE Ssofawl_o‘xa: ) ]
+T:10
+T:10s
> 4

wE wironments
bysqgl [Ch=ax 151)
. TE [l

Copyright Avancier Limited



5. Map logical nodes to physical nodes

» A physical node is a computer or other
computing device such as a printer.

» Each has a unique network address,
sometimes called a Data Link Control
(DLC) address or Media Access

Control (MAC) address.

» In this example, these are virtual server

instances

» You can think of them as physical

servers

» But they are all deployed to a single

(large) physical server.

Copyright Avancier Limited
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Avancier

Size the physical node resources needed

» General sizing (2012) of processor and memory

CPU

WEB Server memory intensive Large
APP server processor intensive 4 Medium
DB server memory and processor intensive 4 Large

Copyright Avancier Limited



6 Define the network I

Avancier

» Use data volume and frequency numbers to calculate the network
bandwidth

Consider network scope (PAN, LAN, MAN, WAN)
Required network service layer (1, 2 or 3)
Internal network devices (switches and routers)

vvyy

» In our example, not shown, since the focus is on a single
production server
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7 Refine to handle NFRs I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Iterate through the whole design to make sure all NFRs are
considered and met

Design for throughput and response time
Design for availability

Design for security (firewalls etc.)

Design for serviceability

Design for recoverability

vVvVvVvyyvyy
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WS: Design for throughput, availability and response time

] - _____________________________________________________________________________________________________________________________________| Avancier

» A web site may have to handle thousands of users at once.
» First, a load balancer shares work between parallel web servers

| L
| ———
hitp=:d43 hitp=:943 hitp-20 Iid i d b I 5 R, e ey - [ Outbound IP:
LE| s509221 2ce.al01 | o . alancer ] mabbencate S
sl & i} +Chl 3z 1283 +Chlax:128 +T:30s= e
WS SE09Z21SHVLO4|[H: ~°° 1[5 WS SE09221SHVLOS [N: 1[5 1
hitp s ) hitp 20 . hitp 443
H P http.20 to external
mod_sache | mod_cache | websernvice
T 20s R f ST — +T:120= +T120= L 4 T 120
o BB,
i 3 T H A E i B B ¥ pro=y
seweoutionE. .. wexecutionEnviranm... sexecutionEnvironme... sexecutionEnviranments wexecutionEnviron...
sy storeHitps storeHttp storeHtp storeHtps
= i E |
i rosy_balancer bal @
proxy_balancer prosy_| proxy_balancer prowy_balancer :
i [sticky =nware] [Sticky Aoware] [Sticky Aware] [sticky aware] Hyperic
Hyperic i Agent
Agert
I

Then, the "mod_cache" is important for performance
Make the web-tier do as much as it can e.g. serve static content quickly.

Having spent ages getting the HTML and images for a given URL from the app tier, cache it as
static information, so you can serve a request for the same URL much faster.

The web tier cache is very fast in comparison to making the app do some processing
Without the cache you might need 20 app servers to serve the same number of users.
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APP: Design for throughput and availability I

Avancier

» Parallel app servers - configured in a cluster for resilience.

|
AFPF HE032215HYLOZ [NY 105: 1 [ APP: SROS221SHYLOE [H:- 151 | 1
= +T:120= +T120= |
eeeeee tionEnwvironments +T:122; xexecutionEnvironments
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200101 A Chaster 1
hitp:S983
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+T:1DDDs«ex§E§1{i’onEn\ri nnnnnn o [+ 7:1000s - \‘\-‘ wexecufionEnviranments
Jetty E 2l \\\ Jetty @
Hyperic
. _ |HypericAgent Solr Search Serwer | hHpE983_ | Solr Search Serwver tl || hitp-Ba83 = El il
[Slawve-standalone] [Master-standalone] | Solr Search Serwver
_—ISYEZ—;‘;._—_——_ [Slave-standalonz)
P il
II,-" J[ +Cmax:a0 I\'.l

» The UDP connection synchronises cached objects on each server.
No problem if the occasional update is missed

The broadcast feature of UDP means that scaling out can happen easier,
additional servers brought online without explicit re-configuration of the
existing server.
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DB: Design for availability I

] - _____________________________________________________________________________________________________________________________________| Avancier

» E.g. active-passive dual data server

» Dual data servers in a master-slave configuration

» The wider system only talks to the master.

» The slave makes regular copies of the data in the master.

» In the event of a failure of the master the system can be re-configured
quickly to point to the slave which will then assume the role of master.

!

\ haster Slave (F ailoysr)
"
OE SEEIEIENSHVLD\X/S: 1

DB SEO92Z1SHYLOT [5: 1

+T:10 ]
+T:10z
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Hytriz Databasze ; E
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Hyperic replication Agent
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Design for security (hardware firewall)

» The hardware firewall —

can decrypt the input
data flow much faster
than software

It does mean a
message is
decrypted (from
HTTPS to HTTP)
before it enters the
DMZ

So, an Intrusion
Protection System
(IPS) may be needed
as well

Avancier
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Design for security (software firewalls)

- _____________________________________________________________________________________________________________________________________| Avancier

Firewall separate adjacent — [ F s —i—
tiers . Hardware.lirewal) B S
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packet filtering for both

v v v Vv
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outward connections mpex fests ] . T . T e Frovy
lags = iy storeHtps storeHitp storeHttp storeHtps
wexaouti... sHp:22 /]\
(egres) oot g ] g ]
= g] Srov Baisnoer prosy_balancer prosey_balancer prosey_balancer
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Design for serviceability

» The monitor
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resource
utilisation of all
virtual servers.
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a new server if
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Design for recoverability I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Duplicate resources at a remote disaster recovery site
» The entire configuration is replicated.

» If all important state information is stored in the database, then only that
tier needs regular replication across data centres.

» Also, all servers should be "backed up" off-site on a daily basis.
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8 Define non-production environments I

Avancier

» Remember s/w licence costs can rise with each real CPU and each virtual
machine or LPAR

Environment type Purpose: To Physical | Hosted Contains Contains
platform at Application Technology
Location | Components | Components

Prototyping Test/demonstrate a specific technology or

design concept
Development Enable developers to write code 1
System test Enable system testers to the product 1
Integration test Test how the system integrates with others 2
Performance test  Test how the system performs when fully loaded 2
Data migration Enable cleansing and migration of data 3
User acceptance  Enable user representatives to test to the 4
test product
Production Enable live operation of the system(s) 4
Production Enable fault replication and investigation, and 5
support minor changes
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9 Govern deployment and transition into operations I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Monitor the progress of the deployment and refine the infrastructure
design as need be
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FOOTNOTES
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Solution technology definition I

] - _____________________________________________________________________________________________________________________________________| Avancier

A process that progresses through stages from
» a logical application-information view, through
» progressively more physical views up to

» a hardware configuration diagram.

A process for defining the technologies that will support and run an
application
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‘ i
UML deployment diagram 4

— / Avancier
L
» Application or ji o— » Communication path : an

component(s) T —— association between two nodes,

thereof - " through which they are able to
i ------- exchange signals and
I messages.
|

1 | » Node: A computational

' resource upon which artifacts
may be deployed for execution.

L - » Nodes can be interconnected
— % through communication paths to
define a network structure or

topology.

» Nodes can be virtual or physical
servers.
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Deployment I

Avancier

» Application or ji Fp— » An application is deployed by
component(s) T publishing its components on a node
thereof e where platform technologies can

read and execute the processes of
those components.

A deployable artefact packages
E some software components for
e e deployment to one node of a

computing network.

5 o e { » It contains not only software

- components, but also meta data —
which describes the software
components.

E

?
E..__..______

;

?

v

T
B

¥ g
i
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Two kinds of node I

Avancier

Execution environment
instances are assigned

to device instances - Device: a node with memory and processing

\ 7 capability upon which artifacts may be

N | I deployed for execution.

”B‘E\E‘UE‘EMH"LE& | m E.g. application server, client workstation,
\\ T +1 mobile device, embedded device.

wexecutionEnvironments el
My=gl [Chax 151) |

= 3] | Execution environment: a node on which
i i Tatshase replicati specific types of components can be
" deployed on in the form of executable
_.D artifacts.
m E.g. OS, workflow engine, database system,
and JEE container.
» Execution environment instances are
assigned to device instances.

» Execution environments can be nested (e.g.,
a database nested in an operating system).

Copyright Avancier Limited




Terminology I

] - _____________________________________________________________________________________________________________________________________| Avancier

» Two terms that seem well-nigh interchangeable.

» VM =virtual machine

m a software imitation of a physical machine/computer. It runs application
software, using the physical resources of a host computer, but shields
the application from having to know what computer is used and (likely)
what operating system runs on that computer.

» EE = execution environment

m a node that represents a particular execution platform, such as an
operating system or a database management system. EEs can be
nested; for example, a database EE can be nested in an operating
system EE.
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